1.0.1 Algorithms for computing validated results

Verification algorithms are somewhere on the boundary between computer alge-
bra algorithms and numerical algorithms. With the former they share the strict
validity of cvery.result; like the latter they are very efficient, usnally requiring
a computlng time only slower by a factor of five to ten compared to the best
known numerical algorlthm

The basic principle of “verification algorithms” or “algorithms for computing
validated results”, also called “algorithms with automatic result verfication” is
as follows. First, a pure floating point algorithm is used to compute an approx-
imate solution for a given problem. This approximation is, hopefully, of good
quality; however, no quality assumption is used at all. Second, a final verifi-
cation step is appended. After this step, either error bounds are computed for
the previously calculated approximation or, an error message signals that error
bounds could not be computed. Any computed result i1s always perfectly correct
in the sense that all possible conversion errors, rounding errors, approximation
errors or others are rigorously estimated. '

The calculation of the actual error bounds must use some estimation of the
errors of the individual operations. This can be done by standard crror analysis
or, most convenient, by using interval operations. However, it is well known
that extensive use of interval operations tends to weaken results. Therefore it
is of utmost importance to diminish the overestimation due to successive use of
interval operations. '

This is the reason why the verification step is frequently based on a fixed
point argument. Let the problem to find bounds for a sclution of f{z) = 0 for
some f : IR" — IR" be given. Then first the problem is fransformed into a fixed
point equation g(#) = = with the property that the set of zeros of f and fixed
points of g coincide.

The major advantage of interval arithmetic is the ablllty to estimate the range .
of a function, for example, the range of g over someé n-dimensional interval vector
X. This is' done by simply replacing all operations by corresponding interval
operations. The result, say Y, is definitive a superset of the true range g{X). If
the result ¥V is a subset of X, Brouwers Fixed Point Theorem ensures existerice
of a fixed point of g within Y, and henceforth existence of a zero of f within V.

In other words, algorithms with result verification do verify the assumptions
of mathematical theorems on the computer, where the assertion states a vali-
dated error bound for the solution.

Another advantage of this ability to estimate the range of a function over
a certain domain arises i global scarch algorithms for zcros, like for example
finding all (real or complex) zeros of a nonlinear function. The main problem of
such algorithms - computer algebra, validated algorithms or others - is to erclude
zeros from a certain region. This can be done by the cited range estimation, and
sometimes in a very efficient way.

In the following we mention some standard problems for which validated
algorithms are available with hints to the literature. General background on
interval analysis, arithmetic and algorithms are in standard beoks, among them
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[2, 5, 15, 16, 18].

For general systems of hinear and nonlinear equations standard algorithms
may be found in [12, 22, 23], for systems of equations with sparse matrix in
[21] and in the literature cited over there. For global optimization algorithms
and global search of all zeros of a function within a certain domain see (4, 5,
7, 8]. Ordinary systems of differential equations are treated in [14] and partial
dlfferentlal equations for example in [17, 19, 20]. For a good overview on current
algorithms and mcthods see [6]. :

There are a number of public domain lbraries for interval arithmetic and
algorithms, where newer implementations include [9, 11]. Commercial libraries
are available, among them [1, 3, 10, 13].

In summary, the objective of verification algorithms is to provide a certainty
for pure numerical approximations by validated error bounds. They are designed
to provide such error bounds whenever computation is possible within the fim-
ited floating point precision. The algorithms can be extended into never failing
algorithms by increasing precision after temporary failure. In this case estima-
tions of worst casc computing times are possible using standard techniques from
computer algebra. But, once again, this is not the main objective of validation
algorithms.

However, the performance of computer algebra algorithms may be 1mpr0ved
by simply applying a validation algorithm first. The additional computing time
is usually small compared to the general algorithm, the results are still verified
to be correct, and a verified result will be obtained if the problem is not too
ill-conditioned with respect to the available floating point precision.

Another approach receives some attention recently. These arc hybrid algo-
rithms combining advantages of computer algebra and validated algorithms. A
recent special issue of the Journal of Symbolic Computation {Number 6, Decem-
ber 1997) is devoted to this kind of algorithms.

Siegfried M. Rump (Hamburg)
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