A Segmentation Scheme for CLF Dynamic Movement Control Applied to Robotic Handwriting
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Abstract: Control Lyapunov Function - Dynamic Movement is a recently proposed imitation learning approach for controlling point-to-point movements. In this work some practical issues arising with this approach have been investigated by studying a particular application: robotic handwriting of German letters. One difficulty in this context is the handling of crossings. Here a novel segmentation scheme is proposed to eliminate crossings. Using a segmentation framework for splitting up the movement into a number of partial movements has additional advantages: It reduces the computational time for calculating the dynamic system that is required in this approach, as well as the time for calculating a Lyapunov function because of the simpler parametrization. This proposed segmentation scheme has been validated experimentally on a CRS A465 robotic manipulator.
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1. INTRODUCTION

Bringing robots from factories to households and daily life is focus of current research in imitation learning, also known as programming by demonstration. A Dynamical System (DS) is learned from measured trajectory data. This DS can be abstracted, labelled and stored in a library and is often called Dynamical Movement/Motor Primitive (DMP) Perrin and Schlehuber-Caissier (2016). DMPs are used to assign target orientated tasks to robots Ijspeert et al. (2013).

An Advantage of such learned DS’ is that they are robust against spatial perturbations because DS include not only the learned but also the unknown parts of the state space Mohammad Khansari-Zadeh and Billard (2014); Perrin and Schlehuber-Caissier (2016). Compared to classical approaches to solve a task by dividing it in two steps: planning and execution, Brock and Khatib (2000), this is done in DS-based approaches in a single step. This has the advantage that planning a new path in case of obstacle avoidance caused by a changing environment is easily done Schaal (2006); Pastor et al. (2009); Ijspeert et al. (2013); Khansari-Zadeh and Billard (2011); Mulling et al. (2013).

An important feature for the DS is that it guarantees that the target point will be reached. Two different approaches have been proposed: One was proposed by Schaal et al. and uses a second order differential equation with asymptotic stable equilibrium that has an external forcing term which is only enabled when the system moves from start point to the target point. The forcing term is cancelled out when reaching the target.

Another approach was presented in Khansari-Zadeh and Billard (2011), where stability conditions were provided when using Gaussian Mixture Model (GMM) for modelling the DS. Since for such a DS global asymptotical stability of the target point cannot be guaranteed they proposed conditions utilizing a quadratic Lyapunov function. As a result only a special class of movements can be modelled with this approach. To extend the amount of movements that can be modeled a method was presented in Mohammad Khansari-Zadeh and Billard (2014), where the constraint was removed using only GMR as regression method. Global asymptotical stability for a target point is ensured through a learned Control Lyapunov function that has its global minimum at the target point. The initial quadratic Lyapunov function is extended by asymmetric quadratic terms such that a more complex energy field can be modelled. This energy function then corrects online the trajectory.

Both methods have the drawback that they can only model low-complexity motions, which excludes e.g. rhythmic movements and movements with crossing trajectories in state space. One reason is the difficulty of finding a sufficiently parametrized Lyapunov function, another one is that the movements considered here are point-to-point methods. These methods find the next point by evaluating the DS at the current state, getting the next point in state space corrected by the Lyapunov function if necessary.

Extending the state space e.g. for the end effector coordinates of a robotic manipulator by its velocity, as proposed by Khansari-Zadeh and Billard (2011), is a solution to solve the previous problem. With this extension however it cannot be guaranteed that there is no crossing in state
space, and it leads to higher computational effort because it doubles the state vector.

Movement Segmentation is also a topic in current robotics research. The aim of using Segmentation for splitting up movements is various. In Lemme et al. (2014) a self-supervised segmentation framework was proposed to setup and refine a learned MPL of decomposed DMPs. Segments can be added, adjusted or deleted based on the learned demonstrations. The OS-ELM presented in Liang et al. (2006) is used to learn DMPs from Demonstration. The segmentation of a demonstration is based on an iterative process trying to best fit MPs from MPL with parts of the demonstration. Starting from a single line MP, the approach generates new MPs by sequencing segments. These new MPs are used to be added to MPL or to adjust previously learned MPs.

For modelling more complex motions that are reproducible, different approaches have been proposed for unsupervised segmentation of point-to-point movements. Demonstrations are segmented by using different features like critical points Mohan et al. (2010), points without velocity or at minima in the velocity profile Lemme et al. (2014). More complex methods utilize for example Hidden Markov Models Asfour et al. (2008) or, if Gaussian Mixture Regression is used as regression method, each Gaussian as segment Lee et al. (2015). Here we take up the idea of using minima in the velocity profile for enabling the CLF-DM approach to model movements with crossings.

In this paper we propose a novel segmentation framework (SF). Our contributions are:

- With the proposed SF we are able to model more complex movements than proposed in Mohammad Khansari-Zadeh and Billard (2014)
- A simpler parametrization as without segmented movements
- Faster computation of the DS when learning and also while execution

This paper is structured in the following way: The idea of the CLF-DM approach is outlined in Section 2. In Section 3 the Segmentation Framework is presented. In Section 4 an experimental evaluation of how to parameterize the DS using our SF is shown. The paper is closed with a conclusion and an outlook in Section 5.

2. PRELIMINARIES

In Mohammad Khansari-Zadeh and Billard (2014) a continuous-time form of the Dynamic System Approach is presented. In this paper a discrete time version is given, because the implementation on robotic manipulators will be based on the discrete time version.

Here ξ is the state vector representing the end-effector coordinates to model a discrete-time nonlinear system as a movement primitive. The Dynamic System is formulated as

\[ ξ_{k+1} = f(ξ_k) \quad f : \mathbb{R}^d \rightarrow \mathbb{R}^d \quad k \in [0, T-1] . \]  

The trajectory of this system can be determined recursively from (1). The starting point is given by \( ξ^0 = ξ_k \) with \( k = 0 \), \( ξ^* = ξ_k \) where \( k = T - 1 \) denotes the target point and all points between are given by \( ξ_k \), \( k \in (0, T-1) \) where \( T \) is the number of sampling points. An advantage of CLF-DM approach is that learning can include a set \( D \) of \( N \) demonstrations: \( D = \{ (ξ_i, \dot{ξ}_i) \}_{i=0}^T \). To generate an estimate of \( f(ξ) \), denoted as \( \hat{f}(ξ) \), any regression method can be used. In this paper GMR as a standard regression method is used for estimation of a Gaussian Mixture Model of the DS. In Calinon et al. (2006) GMM and GMR are explained in detail. The result of such an estimation is a set of parameters \( θ^g_{GMM} = \{ π_g, μ_g, σ_g \} \) \( g \in [1, G] \). These are used in the estimated function

\[ \hat{f}(ξ) = \sum_{g=1}^G π_g \frac{1}{\sqrt{2\pi|σ_g|}} e^{-\frac{1}{2}(ξ - μ_g)^Tσ_g^{-1}(ξ - μ_g)} \]  

where \( \top \) denotes the transpose; \( π_g, μ_g \) and \( σ_g \) are the prior, mean and covariance matrix for each of \( G \) Gaussians. The parameters are determined iteratively with an Expectation Maximization algorithm (Moon (1996)). \( G \) is a hand-tuned number that determines the accuracy of the estimate of the learned trajectory. Using GMR for estimating \( \hat{f}(ξ) \) has the issue that global asymptotic stability against the target point \( ξ^* \) for \( k \rightarrow T-1 \) cannot be guaranteed. Such systems can run into spurious attractors and never reach the target point. Therefore the estimated system is extended by a stabilizing command input \( u(ξ) \) to correct \( \hat{f}(ξ) \) as

\[ ξ_{k+1} = \hat{f}(ξ_k) + u(ξ_k) . \]  

Here \( u(ξ, f(ξ)) \) is applied only when the energy of the learned Lyapunov function \( V(ξ) \) is increasing; this will be explained in detail below.

Definition 1. A Lyapunov function \( V(ξ) \) is said to match the learned demonstrations, when it fulfills the following conditions:

\begin{align*}
(1) \quad & V(ξ_k) > 0 \quad \forall ξ_k \in \mathbb{R}^d \setminus ξ^* \\
(2) \quad & V(ξ^*) = 0 \\
(3) \quad & V(ξ^*) < V(ξ_k) \quad \forall k \in [0, T-2] \\
(4) \quad & V(ξ_{k+1}) < V(ξ_k) \quad \forall k \in [0, T-1]
\end{align*}

The first three statements are standard conditions for control Lyapunov functions. Statement (4) is required for ensuring that no correction is needed in the state space area that is covered by the demonstrations.

For this approach the energy function is extended by the sum of predefined \( L \) asymmetric quadratic terms (and is referred to as WSQAQP)

\[ V(ξ; θ) = (ξ - ξ^*)^T P^0 (ξ - ξ^*) + \sum_{l=1}^L β_l^0(ξ; θ) (ξ - ξ^*)^T P^l (ξ - μ^l - ξ^*)^2 \]  

where \( θ_V = \{ P^0, . . . , L^C, μ^0, . . . , μ^L \} \) is the set of decision variables for an optimization problem. Using \( β_l(ξ; θ_V) \) as a switching term does not change that \( V(ξ; θ_V) \) is a \( C^1 \) function. \( μ_l \in \mathbb{R}^d \) influences the shape of the asymmetric terms, \( P_l \in \mathbb{R}^{d\times d} > 0 \) are positive definite matrices, and \( β(ξ; θ_V) \) is defined as

\[ β(ξ; θ_V) = \begin{cases} 
1 & ξ : (ξ - ξ^*)^T P^0(ξ - μ^l - ξ^*) ≥ 0 \\
0 & ξ : (ξ - ξ^*)^T P^l(ξ - μ^l - ξ^*) < 0
\end{cases} \]
A locally optimal solution for $\theta_V$ is determined by solving a constrained optimization problem which has two objectives: First reducing the number of data points for which (6) does not hold and second aligning the negative gradient of $V(\xi; \theta_V)$ with the direction of the trajectory.

Next $u(\xi) \in \mathbb{R}^d$ is determined such that
\[
(\nabla \xi V(\xi))^\top \left( \dot{f}(\xi) + u(\xi) \right) < 0 \quad \forall \xi \in \mathbb{R}^d \setminus \xi^*
\]
\[
(\nabla \xi V(\xi))^\top \left( \dot{f}(\xi) + u(\xi) \right) = 0 \quad \xi = \xi^*
\]
where $u(\xi)$ is the solution of an optimization problem. A solution is given by
\[
u^*(\xi) = \begin{cases} 0 & \forall \xi \in \mathbb{R}^d \setminus \xi^*, \nabla \xi V(\xi)^\top \dot{f}(\xi) + \rho(\|\xi\|) \leq 0 \\ -\dot{f}(\xi) & \xi = \xi^* \\ -\left( \frac{\nabla \xi V(\xi)^\top \dot{f}(\xi) + \rho(\|\xi\|)}{\nabla \xi V(\xi)^\top \nabla \xi V(\xi)} \right) \nabla \xi V(\xi)^\top & \text{else} \end{cases}
\]

Here $\rho$ is introduced as a minimum decreasing rate for the energy function and allows to replace the strict inequality (6) with a non-strict one which is easier to optimize. The number of activations and the effort of $u^*$ depend on $\dot{f}(\xi)$ and on how accurate it was estimated.

3. SEGMENTATION FRAMEWORK

When working with the DLF-DM approach for reproducing recorded lowercase handwritten German letters, it turns out that it is not possible to reproduce letters with crossing lines. A $b$ was recorded five times with different starting points to extend the energy field of the learned control Lyapunov function, tackling the issue of having different connection types when connecting handwritten letters.

The results of these experiments were analysed. A problem arises when the letter contains a crossing. The reason is that at a crossing the next point is ambiguous. When the parameters of the energy function are evaluated, the algorithm drops one direction. It is not possible to create an energy function that fulfills the conditions of Def. 1 and has for the crossing point two different energy levels, which is needed to model trajectories with crossings. As shown in Fig. 1 one can see that the upper part of the $b$ is not reproduced. To enable MPL to store such letters, a segmentation approach was developed, which is explained detailed in this section. In Fig. 2 a flowchart illustrates the approach.

Starting with the 1. Record and Prepare Demonstrations - Phase, $N$ demonstrations were recorded for each letter using a tablet computer. The moving average over 20 values is calculated to first eliminate noise effects when measuring the position data of the tablet’s pencil and second to smooth the trajectory. In a next step a spline for the $z$-coordinate, which is needed for some letters, is calculated. Currently only contact of the pencil with the screen can be measured. The last step in preprocessing is to add to each demonstration $X_n \in \mathcal{D}$ its first derivative calculated from

$X_n^\prime = \frac{1}{\Delta t} \left[ (\xi_1^\prime - \xi_0^\prime) (\xi_2^\prime - \xi_1^\prime) \ldots (\xi_n^\prime - \xi_{n-1}^\prime) \right]$

\[
\forall n \in \{1 \ldots N\},
\]
such that we obtain $\hat{X}_n = (X_n \ X_n^\prime)^\top$.

Step 2. Segmentation which can be summarized in the following three steps:

1. Calculate the number of local minima for each demonstration
2. Select only demonstrations with the modal value of the number of minima over all demonstrations
3. Move the target-points of equal segments for each selected demonstration to a common target-point

For the segmentation the velocity profile for each demonstration is evaluated. The approach is based on the work by Senger et al. (2014), which has the advantage that no additional data needs to be calculated. The reason why the crossing points are not used are twofold: First from investigations in Lemme et al. (2015) it is known that human movements tend to have bell shaped velocity profiles. So they are hardly meaningful segments for the MPL. With an approach like Lemme et al. (2014) such segments can be improved and the whole library can be
minimized by composing segments in a different way. Second: The number of parameters needed for the GMM and the Lyapunov function can be reduced. This leads to less computational effort when calculating the parameters; this is discussed further in Section 4.

The velocity for each sampling point \( \xi^t \) is calculated by

\[
v(t) = \| \xi \| = \sqrt{\xi^T \xi}.
\]

(9)

From this the local minima are calculated. Only the first and the last minima are neglected because they are not needed for segmentation. Therefore from a demonstration

\[
D = \{ \xi^t, \dot{\xi}^t \} \quad t \in [0 \ T] \text{ only the interval } [R \ T - R] \text{ is taken into account for determining the velocity minima.}
\]

\( R \) is a constant number of measurements neglected at the beginning and at the end of each demonstration.

This is done for each of \( N \) demonstrations. The modal value of numbers of minima is determined over all \( N \) demonstrations. The number of segments \( S \) is one more than the number of minima. All demonstration with a number of segments not equal to \( S \) are not taken into account, because all segments should have the nearly the same shape. Based on observations this is true for demonstrations with the same \( S \). For this number of demonstrations \( \hat{N} \) the target points are moved into the same point and no scaling is applied.

Now we have a set of \( \hat{N} \leq N \) segmented demonstrations with \( S - 1 \) segmentation points and \( S \) segments as

\[
\hat{D} = \left( \begin{array}{c}
x_1^1 \ x_2^1 \ ... \ x_S^1 \\
\vdots \ \vdots \ \vdots \\
x_1^S \ x_2^S \ ... \ x_S^S \\
\end{array} \right).
\]

(10)

In the third step 3. Learning DS the segmented dataset \( \hat{D} \) is feed to the learning algorithms to obtain for each segment the parametrization \( \theta_V \) and \( \theta_{GMM} \). In Fig. 4 the result after step two is illustrated. Four segments of the letter \( b \) are shown. The two starting points are clearly to see and also moving each segment’s target point to the same point can be easily seen. It also turns out, that each segment has a simple structure which is important for the choice of the parametrization of the energy function and the estimated DS.

As shown in the flowchart in Fig. 2, with step three the offline part of this approach is completed and all parameters are stored in the MPL, which now can be used in the online part to reproduce the handwritten letters.

Fig. 3. Segmentation points are indicated by (•). (a) shows the velocity profile of a demonstration of a \( b \) with segmentation points at its local minima. In (b) a reproduction of the same \( b \) as in (a) is shown.

Fig. 4. \( \hat{N} = 13 \) out of \( N = 19 \) demonstrations with \( S = 4 \) segments. Each segment is indicated by a different colour.

Fig. 5. 3D writing example using our SF, (-----) movement in \( z \) direction, (---) written letter in \( xy \) plane.

To write a letter, the parametrization of each segment is loaded one after the other into the outer control circuit. For the first segment the width is loaded to determine the position of the target point of the segment. Then the movement is calculated by obtaining new positions from the stabilized DS until the end point \( \xi^* \) is reached. For each following segment the previous steps are repeated with an additionally coordinate transformation of \( \xi^0, \xi^t \) and \( \xi^* \) from the outer letter coordinate system to the inner segment coordinate system.

The procedure can easily be extended to write complete words and sentences by applying an additional coordinate transformation from word to letter coordinate system. An example is shown in Fig. 5 where the application of the whole framework is shown: We are not only able to write letters with crossings, but we can combine them into complete words where the connection of the letters is adjusted with respect to the height of the end point of the previous letter.

4. PARAMETER EVALUATION

As mentioned before one advantage of SF is the simpler parametrization of the DS and its stabilising energy function. In this section we show an efficient parametrization for the application of handwriting motion, and we show that using SF leads to a faster computation time.

There are three tuning parameters when applying the CLF-DM approach. These parameters are the number of Gaussian \( \mathcal{G} \) in the GMM when applying GMR for
estimating \( \hat{f}(\xi) \), the number of asymmetric quadratic functions \( \mathcal{L} \) for modelling more complex energy levels in the Lyapunov energy function \( V(\xi) \) and the number of Demonstrations \( N \) for each letter.

The influence of each parameter has been investigated. As input material all small handwritten letters were used. Each parameter was varied in the range: \( G \in [1, 10] \), \( \mathcal{L} \in [0, 2] \) and \( N \in \{5, 10, 20, 30\} \)

As a measure of how accurate a reproduction is we calculate (as in Lemme et al. (2015)) for each demonstration a point-wise Root-Mean-Squared-Error for position and also for velocity:

\[
\text{RMSE}_{\text{pos}} = \sqrt{\frac{1}{M} \sum_{i=0}^{M} \|x_{\text{demo}}(i) - x_{\text{DS}}(i)\|^2} \quad (11)
\]

\[
\text{RMSE}_{\text{vel}} = \sqrt{\frac{1}{M} \sum_{i=0}^{M} \|v_{\text{demo}}(i) - v_{\text{DS}}(i)\|^2}. \quad (12)
\]

Because each demonstration has a different number of data points, the demonstrations and the DS are sampled with the same number \( M \) of sampling points. These points are distributed equally over time. The idea behind this that the execution time of each set of demonstrations must be the same. The starting and target point of the DS are set to the starting and endpoint of the demonstration.

With (11) the absolute distance between demonstration and reproduction is calculated. This is a measure of how accurate the letter is reproduced.

The RMSE for the velocity is calculated in (12) in the same manner to have a measure of the accuracy of velocity to be sure that the model has learned human writing motion.

After having RMSEpos and RMSEvel for each demonstration the averages over all demonstrations are determined.

From Fig. 6 it can be observed that the number of Gaussians has a significant impact on the accuracy in position and velocity. Which can be explained by the fact, that more Gaussians are need for representing more complex movements. And using SF leads to more but simple segments as depicted in Fig. 3b. If \( G \geq 4 \) is chosen no more significant improvement can be achieved.

This observation does not change if the number of demonstrations \( N \) increases. Using \( N = 5 \) or \( N = 10 \) demonstrations is sufficient for building a MPL when applying the proposed framework.

Changing the number of weighted asymmetric functions \( \mathcal{L} \) does not significantly increase the position and velocity accuracy. The results are similar to those from Fig. 6. The choice of \( \mathcal{L} = 0 \) leads to faster learning and evaluation of the energy function \( V(\xi) \) when SF is applied in this set-up.

In Fig. 7 for all letters evaluated with the parametrization \( N = 10, G = 6 \) and \( \mathcal{L} = 0 \) the average, the minimum and the maximum RMSEpos are illustrated. From this it can be observed that the average error for each letter is below 11 mm. The size of the written letters is between 68 to 145 mm. Thus we have an accurate representation in form of a library of DS, that models all small handwritten letters.

A parametrization with higher values of \( G \), \( \mathcal{L} \) or \( N \) increases the calculation time of the parameters \( \theta_{\text{GMR}} \) and \( \theta \), which is shown in Fig. 8. For both calculations a higher number of demonstrations increases the calculation time, which was performed on a AMD Phenom(tm) II X4 965 processor with 8 GB RAM. The calculation time increases nearly linearly with the number of Gaussians and the gradient depends on \( N \).

As shown enlarging \( \mathcal{L} \) leads to a clearly higher calculation time and the gradient increases disproportionately.

Moreover, the accuracy in position and the computational time for two approaches have been investigated (Tretau (07.2016)). CLF-DM and the MoMP approach by Mulling...
et al. (2013) were used to calculate a reference trajectory based on a set of 80 demonstrations. The result is that the accuracy in position is 10 times better for the CLF-DM approach. The computation time for the CLF-DM approach is only 2% of that for the MoMP approach. These values were evaluated on the same system as before.

5. CONCLUSION & FUTURE WORK

Motivated by the problem that the CLFDM algorithm is not able to model movements including crossings, a Segmentation Framework was developed. This SF cuts demonstrations based on the velocity profile at their minima, inspired by human movements. This leads to a higher number of segments as only cutting at crossings, and has the advantage of a simpler parametrization for the estimation of the DS and also for the stabilizing Lyapunov energy function, which results into faster calculation time. This opens the way to model more complex movements without difficulties of finding a stabilizing energy function.

In future work force measurements and the orientation of the pencil will be integrated into the model, for example for reproducing Japanese letters. We also want to investigate how rhythmic movements can be incorporated into this approach. We will include constraints based on kinematic and dynamic limitations into the energy function to take this information into account.

Also a topic of interest is to make the segmentation framework adaptive, such that it generates more general segments which can be used by more than one MP. We are interested in applying this SF to a recently presented approach by Perrin and Schlehuber-Caissier (2016) to learn nonlinear DS by performing a new diffeomorphic matching algorithm.
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